
could also be inclusive with respect to the
communities that will contribute to this
emerging body of knowledge, opening
special issues to the multiple communi-
ties identified above. Importantly, such an
OA platform should also expose data,
analysis methods [110_TD$DIFF]and workflows to
assure reproducibility and other modes
of data reuse. Achieving these aims in
an international context that satisfies the
requirements recently introduced by the
European Union’s General Data Protec-
tion Regulation is already an urgent
undertaking.

How Can the Field Advance and
Mature Along these Lines?
Whilesomeof theabove-mentionedefforts
could be facilitated by small organized
groups of investigators who may obtain
funds for national or international research
coordination,ourexperiencesuggests that
developing an organization infrastructure
with these goals will produce larger divi-
dends. Independently,weargue that these
considerations should not be left to the
initiative or discretion of funding-agency
personnel. In a nutshell, program directors
and administrators at private foundations
or governmental agencies have several
competing interests and demands on
funding, some of which may not fully cap-
ture the importance of international coordi-
nation and collaboration, or may not
sufficiently emphasize industry collabora-
tions. They may therefore be less effective
in devising potential strategic plans of
actions as compared with groups of
experts in these areas. Rather, an interna-
tionally oriented organization (or advisory
board; see [6]) that can maintain effective
connections with public and private fund-
ing bodies would be more effective in
advancing such efforts. Such an organiza-
tionwouldalsobe inposition to identify and
advocate for research areas suitable for
larger-scale research coordination both
in terms of paradigmatic and conceptual
synthesis, andbasic research.Suchefforts
maywell surpass the usual scale of funded
research projects and could involve inter-
national coordination among multiple
agencies.

[111_TD$DIFF]Cognitive Neuroscience can capitalize on
such emerging opportunities to improve
its science and increase its relevance.
However, such efforts would require
community-level coordination that is not
yet in place.
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Science & Society
Holding Robots
Responsible: The
Elements of Machine
Morality
Yochanan E. Bigman ,1,*
Adam Waytz,2 Ron Alterovitz,3

and Kurt Gray1

As robots become more autono-
mous, people will see them asmore
responsible for wrongdoing. Moral
psychology suggests that judg-
ments of robot responsibility will
hinge on perceived situational
awareness, intentionality, and free
will, plus [89_TD$DIFF]human likeness and the
robot’s capacity for harm. We also
consider questions of robot rights
and moral decision-making.

Advances in robotics mean that humans
already share roads, skies, and hospitals
with autonomous machines. Soon, it will
become commonplace for cars to autono-
mouslymaneuver across highways,military
drones to autonomously select missile tra-
jectories, and medical robots to autono-
mously seek out and remove tumors. The
actionsof theseautonomousmachinescan
spell life and death for humans [1], such as
when self-driving vehicles kill pedestrians.
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When robots harm humans, how will we
understand their moral responsibility?

Morality and Autonomy
Philosophy, law, andmodern cognitive sci-
ence all reveal that judgments of human
moral responsibility hinge on autonomy
[2,3]. This explains why children, who
[90_TD$DIFF]appear less autonomous than adults, are
held less responsible for wrongdoing.
Autonomy is also likely crucial in judgments
of robot moral responsibility [4,5]. The rea-
son people ponder and debate the ethical
implications of drones and self-driving cars
(but not tractors or blenders) is because
these machines can act autonomously.

Admittedly, today’s robots have limited
autonomy, but it is an expressed goal of
roboticists to develop fully autonomous
robots: machine systems that can act with-
out human input [6]. As robots become
more autonomous, their potential for moral
responsibility will only grow. Even as robot-
icists create robots with more ‘objective’
autonomy, we note that ‘subjective’ auton-
omy may be more important: work in cog-
nitive science suggests that autonomy and
moral responsibility are more matters of
perception than objective truth [91_TD$DIFF][3].

Perceiving the Minds of Robots
For programmers and developers, auton-
omy is understood as a robot’s ability to
operate in dynamic real-world environ-
ments for extended periods of time with-
out external human control [6]. However,
for everyday people, autonomy is more
likely tied a robot’s mental capacities.
Some may balk at the idea that robots
have (or will have) any human-like mental
capacities, but people also long balked at
the idea that animals had minds, and now
think of them as having rich inner lives.

Of course, animals are flesh and blood,
whereas machines are silicon and circuits,
but research emphasizes that minds are
always matters of perception [3,7]. The
‘problem of other minds’ means that the
366 Trends in Cognitive Sciences, May 2019, Vol. 23, No.
thoughtsand feelingsofothersareultimately
inaccessible, and so we are left to perceive
thembaseduponcontext,cues,andcultural
assumptions. Importantly, people do
ascribe to machines at least some ability
to think, plan, remember, and exert self-
control [7,8], and as when judging humans,
peoplemake sense of themorality of robots
based upon these ascriptions of mind [8].

How people see mind, that is, ‘mind per-
ception’, predicts moral judgments [3],
but mind perception is not monolithic:
there are many mental abilities [8], some
of which (e.g., the ability to plan ahead)
are more relevant to autonomy and moral
judgment than others (e.g., the ability to
feel thirsty). Cognitive science has out-
lined these autonomy-relevant abilities
as they concern humans, but only a sub-
set of these are likely important for making
sense of morality in autonomous
machines. Here, we outline one subset
of robot ‘mental’ abilities that likely seem
relevant to autonomy (and thereforemoral
judgment).

Autonomous Elements Tied to
Robot Morality
Situation Awareness
For [92_TD$DIFF]observers toperceiveaperson asmor-
ally responsible for wrongdoing, that per-
son must seem to be aware of the moral
concerns inherent in the situation [9]. For
example, a young child [93_TD$DIFF]unaware of the
danger of gunswill not be held responsible
for shooting someone. For a robot to be
held responsible for causing harm, it will
likely need to be seen as aware that its
actions are indeed harmful. Although
today’s robots cannot appreciate the
depthsofothers’suffering, theycanat least
understand some situational aspects. For
example, robots can understand whether
stimuli belong to protected categories,
such as civilians formilitary drones, pedes-
trians for autonomous cars, and healthy
organs for medical robots. People already
ascribe some of this ‘meaning-lite’ under-
standing to machines [7], and we suggest
5

that greater ascriptions of situational
awareness will increase perceptions of
robot responsibility.

Intentionality
[94_TD$DIFF]Agents are seen as more responsible for
intentional actions than for unintentional
actions, often because people infer a desire
or a reason behind intentional acts [10].
Although people are unlikely to perceive
robots as capable of desire, they do see
robots as capable of intentionality, that is,
holding a belief that an action will have a
certain outcome [7]. This perception is con-
sistentwithrobots’ability toevaluatemultiple
response options in the service of achieving
agoal [11].Wesuggest that themorepeople
see robots as intentional agents, being able
to understand and select their own goals,
the more they will be ascribed moral
responsibility.

Free Will
The ability to freely act, or to ‘do otherwise’
[2], is a cornerstone of lay judgments of
moral responsibility [2]. Although robots
are not seen as possessing a rich
human-like free will, they are ascribed the
ability to independently implement actions
[7]. Consistent with this ascription, today’s
robots can independently execute action
programs [11]; however, this indepen-
dence is relatively constrained. The behav-
ior of robots is predictable given the
transparency of their (human-given) pro-
gramming, and predictability undermines
perceptions of free will [2]. Technological
advances (e.g., deep neural networks) will
likely render the minds of machines less
transparent to both programmers andper-
ceivers, thereby elevating perceptions of
unpredictability. We suggest that as
roboticminds becomemore opaque, peo-
ple will see robots as possessingmore free
will, and ascribe them more moral
responsibility.

[95_TD$DIFF]Human Likeness
People perceive the mind of machines
based on their abilities and behaviors,



Box 2. Do We Want Machines Making Moral Decisions?

[86_TD$DIFF]Many discuss how robots should make moral decisions [1], but it is worth asking whether they should make
moral decisions in the first place. For example, some argue that autonomous military robots (e.g., drones)
should never independently make decisions about human life and death. However, others argue in favor of
these autonomous military robots, suggesting that they could be programmed to follow the rules of war
better than humans.

Putting these ethical debates in perspective[87_TD$DIFF], research reveals that people are reluctant to have machines
make any moral decisions, whether in the military, the law, driving, or medicine [8]. One reason for people’s
aversion to machines making moral decisions is that they see robots as lacking a full human mind [7,8].
Without the full human ability to think and feel, we do not see robots as qualified to make decisions about
human lives.

This aversion to machine moral decision-making has seem quite robust [8], but it may fade as the perceived
mental capacities of machines advance [15]. As the autonomy of machines rises, people may becomemore
comfortable with robots making moral decisions, although people may eventually wonder whether the goals
of machines align with their own.

Box 1. Machines Can Shield Humans from Responsibility

When people harm others, they often try to avoid responsibility by pointing fingers elsewhere. Soldiers who
commit heinous acts invoke the mantra that they were ‘just following orders’ from superior officers.
Conversely, superior officers shirk responsibility by claiming that they did not actually pull the trigger. These
excuses can work because perceived responsibility is often a zero-sum game. The more we assign
responsibility to the proximate agent (the entity who physically perpetrated the harm), the less we assign
responsibility to the distal agent (the entity who directed the harm), and vice versa [3].

As robots spread through society, they will more frequently become the proximal agent in harm-doing:
collateral damage will be caused by drones and accidents will caused by self-driving cars. Although humans
will remain the distal agents who program and direct these machines, the more that people can point fingers
at their autonomous robots, the less they will be held accountable for wrongdoing, a fact that corporations
and governments could leverage to escape responsibility for misdeeds. Increasing autonomy for robots
could mean increasing absolution for their owners.
but also on their appearance. The more
human-like a machine looks, the more
people perceive it as having a mind, a
phenomenon called anthropomorphism
[12]. Individuals vary in their tendency to
anthropomorphize, but people consis-
tently perceive more mind, and there-
fore more moral responsibility, in
machines that look and act like humans
[13]. We suggest that having human-
like bodies, human-like voices, and
human-like faces will all cause people
to attribute more moral responsibility to
machines.

Potential Harm
Even with powerful computational abili-
ties, today’s robots are limited in their
[96_TD$DIFF]ability to act upon the world. As technol-
ogy advances, these increased capacities
(e.g., the ability to walk, shoot, operate,
and drive) will allow robots to cause more
damage to humans. Studies reveal that
observing damage and suffering lead
people to search for an intentional agent
to hold responsible for that damage [14]. If
people cannot find another person to hold
responsible, they will seek other agents,
including corporations and gods [14], and
infer the capacity for intention. This link
between suffering and intention means
that the more robots cause damage,
the more they will seem to possess inten-
tionality, and thus (as we outline above)
lead to increased perceptions of moral
responsibility. We therefore suggest that
causing harm can amplify both percep-
tions of mind and judgments of moral
responsibility.

Concluding Remarks and Future
Implications
The future of robotics holds considerable
promise, but it is also important to con-
sider what today’s semi-autonomous
machines might mean for moral judg-
ment. As Box 1 explores, even robots
with some perceived mind can help shield
their human creators and owners (e.g.,
corporations and governments) from
responsibility. Today’s machines are also
capable of making some kind of moral
decisions, and Box 2 explores whether
people actually want machines to make
these basic decisions.

Although we focus here on moral respon-
sibility, we note that peoplemight also see
sophisticated machines as worthy of
moral rights. While some might find the
idea of robots rights to be ridiculous, the
American Society for the Prevention of
Cruelty to Robots and a 2017 European
Union report both argue for extending
some moral protections to machines.
Debates about whether to recognize
the personhood of robots often revolve
around its impact on humanity (i.e.,
expanding the moral circle to machines
may better protect other people), but also
involves questions about whether robots
Tre
possess the appropriate mind required
for rights. Although autonomy is impor-
tant for judgments of moral responsibility,
discussions of moral rights typically focus
on the ability to feel. It is an open question
whether robots will ever be capable of
feeling love or pain, and relatedly, whether
people will ever perceive these abilities in
machines.

Whether we are considering questions of
moral responsibility or rights, issues of
robot morality may currently seem like
science fiction. However, we suggest that
now, while machines and our intuitions
about them are still in flux, is the best time
to systematically explore questions of
robot morality. By understanding how
human minds make sense of morality,
and how [97_TD$DIFF]people perceive the minds of
machines, we can help society think more
nds in Cognitive Sciences, May 2019, Vol. 23, No. 5 367



clearly about the impending rise of robots
and help roboticists understand how their
creations are likely to be received.
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Does Explaining Social
Behavior Require
Multiple Memory
Systems?
Pieter Van Dessel ,1,*
Bertram Gawronski,2 and
Jan De Houwer1

Amodio [1] argues that social cognition
research has for many decades relied on
imprecise dual-process models that build
on questionable assumptions about how
people learnand represent information.He
presents an alternative framework for
explaining social behavior as the product
of multiple dissociable memory systems,
based on the idea that cognitive neurosci-
ence has revealed evidence for the exis-
tence of separate systems underlying
distinct forms of learning and memory.
Although we applaud Amodio’s attempt
to build bridges between social cogni-
tion, learning psychology, and neurosci-
ence, we believe that his interactive
memory systems model rests on shaky
grounds. In our view, the most significant
limitation is the idea that behavioral dis-
sociations provide strong evidence for
multiple memory systems with function-
ally distinct learning mechanisms. A
major problem with this idea is that
behavioral dissociations can arise from
processes during the retrieval and use of
stored information, which does not
5

require any assumptions about distinct
memory systems or distinct forms of
learning. For example, in contrast to
Amodio’s argument that double dissoci-
ations between implicit evaluative bias
and implicit stereotypical bias in the pre-
diction of different forms of discrimina-
tory behavior provide evidence for
distinct memory systems [2], the
observed dissociation may simply indi-
cate that people retrieve and use differ-
ent kinds of information when faced with
different kinds of behavioral decisions (e.
g., how close to sit next to a stranger vs.
whom to choose as a partner for a trivia
task). Such differences in the retrieval
and use of stored information do not
imply that different types of information
(e.g., evaluative vs. stereotypical) are
stored in distinct memory systems.

The same concern applies to dissoci-
ations involving neural structures. For
example, in instrumental learning
tasks, Parkinson’s disease patients
with striatal dysfunction have been
found to verbally report the correct
reward contingencies without making
reward-congruent choices, whereas
patients with hippocampal lesions
show the reversed impairment [3].
Amodio interprets such findings as evi-
dence for independent representations
of conceptual and instrumental knowl-
edge arising from distinct forms of
learning [1]. However, such dissocia-
tions can also arise from differences
in retrieval processes drawing upon a
single memory system. In line with this
concern, it has been argued that dis-
sociations in the behavior of Parkin-
son’s disease and hippocampal lesion
patients reflect differences in the
expression of a single type of represen-
tation in two tasks that require different
ways of retrieving these representa-
tions [4]. Theoretical ambiguities like
these have led to increased skepticism
about the idea that cognitive
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